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Generalised Pretrained Transformer (GPT) - 2017

"Neural Machine Translation by Jointly Learning to Align and Translate"
by Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio, 2014.
Introduced concept of attention mechanism and laid the foundation for
subsequent developments in NLP and DL, including the transformer
architecture introduced in "Attention Is All You Need."
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Attention

1 Attention mechanism has an infinite reference window
2 In contrast, Recurring Neural Network (RNN) has a short reference

window, Long Short Term Memory (LSTM) has a longer window.
RNN does not work, LSTM has limited capability.
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One Hot Encoding, Word Embedding, Positional Encoding
Linear & logistic regression models can deal with numerical data only, not
text. In one-hot encoding, the string encoded variable is replaced with new
variables of boolean type, e.g., a feature such as color can be encoded as:
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Multi Head Attention
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Attention: Query, Key, Value
Concept of:

1 Query (Q)
2 Key (K)
3 Value (V)

All constructed from the embedding.

Mimic the retrieval of a value vi for a query q based on a key ki in DB.
attention(q, k, v) =

∑
i

similarity(q, ki)× vi (weighted)
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Attention: Q, K, V and weights Qw , Kw , Vw

Weights are initialised randomly using a random distribution. Example:
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Attention: Q, K, V and weights Qw , Kw , Vw
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Attention: Q, K, V and weights Qw , Kw , Vw
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Attention: Q, K, V and weights Qw , Kw , Vw
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Attention Filter - filter out unnecessary information (noise)
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Multi Head Attention
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Multi Head Attention - Concatenation
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Information Preservation
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Add (Preserve Information) & Normalisation
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Feed Forward
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Decoder Layer
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Masking
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Decoder Output
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Potential Innovations

1 Softmax calculation for output probabilities are indendent and is
simplistic. In many cases, joint probabilities for bi-gram and tri-gram
occurances are more appropriate.

2 The next token generated in the decode can be a "composite" token
in response to the computed attention from the input.

3 Reduce "Cost to Serve (CTS)" through reduced parameters and
better efficiency through quantisation.
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Conclusion
1 GPT does not replicate human writing or speaking processes.

Although they imitate human writing, any apparent cleverness
primarily arises from our inclination to attribute human characteristics
to non-human entities (anthropomorphization).

2 LLMs are essentially establishing statistical connections among
vectors representing words and more extended grammatical
structures. Each word within a sentence is linked to the subsequent
word in the sequence with an associated probability.

3 This diverges significantly from human cognitive processes, where we
employ word meanings to construct intricate and precise structures of
"meanings" and definitions. For LLMs, definitions are confined to
statistical interrelations among intricate vectors encompassing words,
sentences, and more extensive grammatical constructs. LLMs cannot
innovate, not just yet.

4 That said, LLMs are impressive and have massive use cases.
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Questions?

Thank You!
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